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ABSTRACT
This paper presents a systematic study of the properties of a large
number of Web sites hosted by a major ISP. To our knowledge,
ours is the first comprehensive study of a large server farm that
contains thousands of commercial Web sites. We also perform a
simulation analysis to estimate potential performance benefits of
content delivery networks (CDNs) for these Web sites.

We make several interesting observations about the current us-
age of Web technologies and Web site performance characteris-
tics. First, compared with previous client workload studies, the
Web server farm workload contains a much higher degree of un-
cacheable responses and responses that require mandatory cache
validations. A significant reason for this is that cookie use is preva-
lent among our population, especially among more popular sites.
We found an indication of wide-spread indiscriminate usage of cook-
ies, which unnecessarily impedes the use of many content delivery
optimizations. We also found that most Web sites do not utilize
the cache-control features of the HTTP 1.1 protocol, resulting in
suboptimal performance. Moreover, the implicit expiration time in
client caches for responses is constrained by the maximum values
allowed in the Squid proxy. Finally, our simulation results indicate
that most Web sites benefit from the use of a CDN. The amount of
the benefit depends on site popularity and, somewhat surprisingly,
a CDN may increase the peak to average request ratio at the origin
server because the CDN can decrease the average request rate more
than the peak request rate.
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1. INTRODUCTION
With the enormous growth of Web traffic on the Internet, var-

ious technologies have been proposed to optimize the amount of
bandwidth consumption due to Web accesses, including caching,
prefetching, and content delivery networks (CDNs). Understand-
ing the characteristics of Web workloads is essential for evalu-
ating the benefits of these various content delivery technologies.
However, although there has been considerable effort characteriz-
ing Web client workloads at many scales and locales (e.g., [10, 11,
12, 15, 22, 27]), there has been little previous work characterizing
Web site workloads across a large numbers of Web sites. Previous
work in this area has either considered a small set (under a dozen)
of hand-picked Web sites [4], or a single high-volume Web site [3,
13, 21, 23]. While these studies have been valuable for certain
purposes, a comprehensive study to a broader, more representative
population of Web sites can provide important insights for research
in content delivery as well as Web site design.

In this paper, we present a systematic performance study of a
large number of Web servers: We examine the traffic to three thou-
sand commercial Web sites hosted on a large server farm by a ma-
jor Internet service provider. Unlike previous proxy-based studies
that focus on traffic analysis from a client/cache point of view, we
present a server-eye view of the properties of these Web sites. We
also perform a CDN simulation analysis to estimate potential per-
formance benefits a Web site might see from subscribing to CDN
services.

We make several interesting observations about the current us-
age of Web technologies and Web site performance characteristics.
Compared with previous client workload studies, the Web server
farm workload contains a much higher degree (66% of responses)
of uncacheable responses and responses that require mandatory
cache validations. A significant reason for this is that cookie use
is prevalent in our worklioad (47% of requests), especially among
more popular sites. Further, we found an indication of wide-spread
indiscriminate usage of cookies, which impedes many content de-
livery optimizations unnecessarily. We also found that most Web
sites do not utilize the cache-control features of the HTTP 1.1 pro-
tocol, resulting in suboptimal performance. Moreover, the effec-
tive expiration time of most of their responses in client caches (the
“time-to-live” or TTL) is constrained by the maximum values al-
lowed in the popular Squid proxy. Finally, our simulation results
indicate that the Web sites benefit from the use of a CDN, with the
amount of the benefit depending on the site popularity. At the same
time, somewhat surprisingly, the peak to average request ratio may
be increased when using a CDN because the CDN can decrease the
average request rate more than the peak request rate.
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The rest of this paper is organized as follows. Section 2 discusses
related work. Section 3 presents our trace methodology. Section 4
describes general properties of our server population. Section 5
presents a per Web site analysis, and Section 6 studies the benefits
of using a CDN for the Web servers. Finally, Section 7 concludes.

2. RELATED WORK
A summary of Web characterization studies can be found in [24].

Many studies examine the performance of a small set (on the order
of a dozen) of Web sites in detail, including [4, 20, 7]. Other studies
present a careful analysis of a single very high-volume site [3, 13,
23]. Unlike these studies, ours is a systematic study of a large num-
ber of commercial Web sites, focusing on the busiest 3000 sites of
a Web site population totaling over 34 thousand sites. Furthermore,
unlike the previous studies, we did not manually select Web sites
to examine but included the sites hosted on a large server farm.
Thus, our study provides a more representative view of the prop-
erties of “run-of-the-mill” commercial sites. Another difference is
that some previous work (e.g., [23]) only considers accesses to root
pages, while our analysis includes accesses to all objects.

Krishnamurthy and Arlitt [16] and Krishnamurthy and Wills [19]
examine accesses to many Web sites. However, [16] focuses pri-
marily on protocol compliance, while [19] focuses on persistent
and parallel connection usage. In addition, both papers study a far
smaller number of Web sites than our study and only consider root
pages.

Many studies analyze accesses to a large number of Web sites
from a client-centric point of view (e.g., [5, 28]). While client-
centric studies provide insights into the behavior of a given set of
clients, only a study from a server perspective, such as a large server
farm, can fully capture the set of events that happen at the server.

Various studies report some of the characteristics that we study,
albeit from a client perspective. Feldmann et al. [11] reported the
frequency of cookie occurrence and cacheability of Web content.
Wills and Mihkailov focused on content cacheability [26]. Using
a set of over a thousand URLs selected from a proxy log, they ob-
served that many requests to images carry cookies that are func-
tionally unnecessary: the cookies do not affect responses. This ob-
servation has significant implications to the Web sites in our study.

The frequency of modifications to Web pages was considered by
Douglis et al. [9] and Brewington and Cybenko [6]. We do not
focus on this characteristic, but it is indirectly relevant to our study
because it affects the prevalence of “Not-modified” responses.

Several studies consider CDN benefits. Krishnamurthy et al.
concentrate on a comparative performance study of different CDNs
[18]. Unlike our work, Krishnamurthy et al. are interested in
the download time of pre-selected pages through various CDNs,
whereas we consider the CDN effects on a Web site. Jung et al.
investigate the ability of a CDN to protect a Web site from a flash
crowd [14]. While they study known flash events that occurred on
two Web sites, we consider a large set of Web sites during a random
20 hour time period.

Ranuak et al. studied the benefits of proxy caches on the tail of
the load distribution [25]. They found that a proxy cache benefits
the peak bandwidth intervals much less than average bandwidth
intervals and conjecture this is due to poor locality at the peak. We
find similar results for CDN usage considering CDN hit rate.

3. METHODOLOGY
Our trace consists of 21 hours of the first TCP data packet of

HTTP requests and responses into and out of a Web server farm
from a large commercial hosting service of a major ISP. The trace

was gathered using the Gigascope appliance [8] from 11:00pm on
July 14, 2003, to 7:49pm on July 15, 2003. It contains 41,943,804
requests and 38,828,393 responses comprising 47 GB of total data
before processing. Because our trace interleaves separate request
and response records, we have to match each request with the ap-
propriate response. After matching requests and responses, we
post-processed the trace for analysis.

3.1 Matching Requests and Responses
Our trace contains interleaved records for requests and responses.

To examine the data as HTTP request/response transactions, we
must match requests with responses. We perform this matching
based on the five-tuple of source IP address, destination IP ad-
dress, source port, destination port and time. We then sort re-
quest/response pairs by request time. After matching the requests
with responses, the trace contained 26,136,345 request/response
pairs.

To identify matching errors, we compared the type of the object
request with the type of the object response. We used the URL suf-
fix as a heuristic for the request object type, and the response type
in the HTTP header for response object type. We have excluded
control responses from this comparison, as many of these have no
type (e.g., “304 Not Modified” is often given without object type)
or a fixed type (e.g., “404 Not Found” returns HTML regardless of
request type).

To validate our matching procedure, we tested one and a half
hours from the trace. We found a response type for more than
half of the responses (57%), and found a 1.4% mismatch rate after
the post-processing step described below. Since this error rate is
reasonably small, we considered our matching procedure accurate
enough to perform our analyses.

3.2 Post-Processing
To gather commercial Web site statistics from the trace, we post-

processed the request/response pairs. We excluded all but the top
3000 sites. We excluded unpopular sites because they had a request
rate that was too low – fewer than 485 requests per site over the
course of the trace – to draw meaningful conclusions.

We also removed requests/response pairs that could not be mapped
to a single Web site. Since some IP addresses in our study serve
multiple Web sites and some Web sites have multiple IP addresses,
we cannot use IP address as an indication of Web site. Instead,
we use the Host field given in the HTTP header when available.
Below we discuss how we use this field in more detail.

Note that we define hostname to be the actual host listed in the
Host HTTP header field, while we define Web site to be a set of
hostnames sharing the last two components of their domain names.
For example, www.firm-x.com and images.firm-x.com
are hostnames associated with the Web site firm-x.com. Be-
cause we are using the Host field to identify Web sites, we re-
moved all requests that did not identify a hostname in the Host
field. There were 90,301 (0.3%) request/response pairs in the trace
with no Host field. Further, pipelined request/response pairs were
removed. We identified these by looking for request packets with
multiple GET requests in them. While pipelined request/response
pairs may contain a valid match (the first GET request may be a
correct match with the response), the remaining GET requests will
have no match. Since there were very few of these we have re-
moved them, along with requests that contain multiple HostHTTP
headers. The total number of request/response pairs that were re-
moved due to pipelining or multiple host names is 1510 (less than
0.1% of request/response pairs).

After this, we identified Web sites by first cleaning up the Host
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Figure 1: Requests to the 3000 most popular Web sites over
time for the duration of our trace.

HTTP field (discarding those that could not be cleaned) and then
by associating hostnames with Web sites. We found that some re-
quest/response pairs have given the Host HTTP header as an IP
string. Where appropriate (i.e., there was a unique mapping of
hostname to IP address), we mapped the IP address to a hostname.
Host HTTP headers where there was no mapping were discarded.
There were 153,355 (0.6% of request/response pairs) of these. We
also found that there were request/response pairs with partial host-
names (because the packet had been cut off). If a hostname is a
proper prefix of another hostname it is deemed a partial hostname.
Requests with partial hostnames were also removed. There were
6,468 such request/response pairs (less than 0.1% of the total). Fi-
nally, hostnames with unprintable characters (there were only 27 of
these) were removed.

Once the Host field had been cleaned, it was used to group the
hostnames into Web sites using the last two components of the host-
name as described earlier.

4. TRACE PROPERTIES
We start our analysis by summarizing overall characteristics of

the workload in our trace. After post-processing, the trace con-
tained 17,818,437 matched request/response pairs to 3,000 Web
sites. Figure 1 shows these requests to the Web sites over time at
the granularity of 10 minutes. This timeseries exhibits the diurnal
pattern exhibited by typical Web workloads. The average request
rate per Web site was 5939 requests over the lifetime of the trace,
or 282 requests per hour. The Web sites in the trace span a wide
range of activity, with the most popular site receiving 2.1 million
requests and the least popular receiving only 485. In Section 6, we
explore the topic of origin server load by studying the effects of
using a CDN with this Web server farm.

Table 1 shows various overall properties of our trace. In terms
of protocol version, we found that 14% of requests used HTTP/1.0
and 86% of requests used HTTP/1.1. The average response size
was 9 KB for those objects that had a non-zero sized response.

Table 2 shows requested object types. Most requests (77%) were
to images (URLs with file extensions of .gif/.jpg/.jpeg),
5.2% were to HTML (URLs with file extensions of .html/.htm)
or base pages (i.e., /), 8.6% are CGI, and very few (0.2%) are doc-
uments (URLs with file extensions of .ps/.doc/.ppt/.pdf).
We identified CGI objects as those objects whose URL contains the
/cgi substring (used as an indication of the /cgi-bin/ path or

Property Value
Request/Response Pairs 17,818,437

Trace size 33GB
Number of Clients 376,678

HTTP/1.0 downloads 14%
HTTP/1.1 downloads 86%
Average Object Size 9KB

Table 1: Overall trace properties.

Object type Prevalence
Images 77%
HTML 5.2%

CGI 8.6%
.doc,.pdf,.ppt,.ps 0.2%

Audio 0.1%
Other 9.1%

Table 2: Request object type popularities.

Response type Prevalence
Ok (200) 64%

Not Modified (304) 29%
Found (302) 2.6%

Client Error (4XX) 3.9%
Other 0.4%

Table 3: Response code popularities.

other cgi directory), contains a question mark (?), or ends in .asp,
.aspx, or .cgi.

Compared to client workloads, this server farm workload con-
tains a much higher concentration of requests to images (77% in
our workload compared to 54% in [27]). We speculate that the
nature of the commercial Web sites results in a larger percentage
of image content compared with all Web sites accessed by a large
client population. The preponderance of image requests has sub-
stantial caching implications for our workload, and discuss this is-
sue in detail in Section 5.1 below. Also, the average response size
in our trace is significantly lower than in previous studies (9 KB in
our trace compared with, e.g., 15 KB in [5]). This effect partly can
be explained by a large number of small embedded images.

Table 3 shows the relative prevalence of response codes in the
trace. The majority (64%) are 200 OK, and most of the remain-
der (29%) are 304 Not Modified. We found only a negligible
number of 5XX Server Error responses. Note that 304 re-
sponses are caused by validation requests that ask for the content
only if it has changed from the version cached by the requestor. The
large percentage of 304 responses indicates that many of these val-
idation requests were in a sense unnecessary because the requested
object at the server has not been modified, and the cached object
could have been used. We explore this issue in more detail in Sec-
tion 5.2 below.

Finally, an interesting question is how often requests to our Web
sites come through cache servers. According to HTTP/1.1., cache
servers must include a Via header as they forward client requests
upstream. While it is unclear how often this provision is adhered to,
the Via header providers a lower bound on the number of requests
coming through cache servers. About 8.5% of requests in our trace
include the Via field. Additionally, we found that 2511 of 3000
(83%) Web sites see at least one request from a downstream cache.
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Thus, while proxy caching or forwarding is not prevalent among
our client population, most sites do indeed see some form of down-
stream caching, enough to justify the use of cache-controlling fea-
tures of the HTTP protocol.

5. PER WEB SITE ANALYSIS
One of the main goals of our study was to characterize a large

population of Web sites, particularly with respect to the proper-
ties relevant to content delivery. We focus on metrics that influence
performance optimizations and may indicate potential performance
problems within a web site. We do this by analyzing behavior on
a per web site basis. Average behavior gives us intuition about
the behavior of a commercial web site. Outliers from any aver-
age metric are good candidates for performance problems. Per web
site statistics will show where we get the biggest win for potential
performance improvements, on a per server basis and from a “net-
work” point of view. Finally, the per web site analysis highlights
unexpected behavior of web servers and unintended consequences
of web server policies.

5.1 Cookie Usage
We start by studying the usage of cookies by the Web sites in our

trace. A cookie is a piece of data that the server includes with its
response to the client and which the client sends back to the server
in subsequent requests. Cookies are widely used in today’s Web to
personalize content, to track user browsing within the site, to pre-
vent unauthorized access, etc.. To store a cookie on a client, the
server uses a Set-Cookie HTTP response header. Subsequent
requests will carry the cookie in a Cookie HTTP request header.
Besides the cookie value, the Set-Cookie header includes do-
main and path attributes, which determine the URLs that are rel-
evant to this cookie. Only requests for URLs with host names be-
longing to the specified domain and with URL path prefixes match-
ing the path attribute will include the corresponding cookie header.

Cookie usage has important implications for content delivery.
Cookies are often used for page personalization or for e-commerce,
and thus “cookied” requests (i.e., requests that carry a Cookie
header) are usually not satisfied from caches, be it forward prox-
ies or CDN edge servers. At best, caches send If-Modified-
Since requests with the same cookie to origin servers before send-
ing their cached responses to clients. This is true despite the fact
that HTTP/1.1 formally allows using cached responses for cookied
requests unless expressly prohibited by cache-controlling headers.
Thus, a cookied request from a browser always reaches the origin
server either as a full request or as an If-Modified-Since re-
quest. Because of their “cache busting” effect, cookies must be
used judiciously to fully exploit Web caching infrastructure.

5.1.1 Frequency of Cookie Use
We find that cookie use in the requests in our trace is widespread:

47% of requests contain a cookie. Furthermore, cookie use is
skewed toward popular web sites. While 47% of requests contain
cookies overall, only 35% of servers receive requests with cookies
in them. This implies that those 35% of servers receive a dispropor-
tionally high share of requests. To illustrate this trend in more de-
tail, Figure 2 splits all sites into popularity bins, where the left-most
bar corresponds to the most popular 1% of web sites, the next bar
corresponds to the next most popular 1% of web sites, and so forth.
The bar heights correspond to the percentage of cookied requests
directed to the corresponding groups of servers. This graph clearly
shows that cookie use is skewed toward the more popular sites, es-
pecially the most popular 1% of websites. We also performed a
correlation analysis between the site popularity (measured in the
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Figure 2: Prevalence of Cookie Use by Server Popularity.

number of requests to the site in the trace) and the prevalence of
cookies. When considering the 3000 most popular sites, we found
a low positive correlation of 0.09. Analyzing just the 279 sites with
at least 5000 requests, we found the significant positive correlation
of 0.18.

In summary, 47% of our workload is not fully cachable simply
because they have a cookie attached. Our next question is if this
high usage is inherently necessary. Obviously, discerning the inten-
tion of Web site designers is imprecise science, and so answering
this question authoritatively is difficult. However, we can evaluate
the extent to which cookie use could be changed to improve the de-
livery of a site’s content. We consider two closely related aspects
as an indication of unnecessary usage.

First, we consider cookied requests to images as an indication of
unnecessary use. Wills and Mikhailov observed that almost 90%
of cookied requests for images return responses that do not de-
pend on the cookies and concluded that cookies in most of these
requests are not inherently necessary [26]. Indeed, if not for im-
age personalization, cookies in image requests could also be used
to track accesses by a given client. But this tracking is redundant
for embedded images since their accesses can be inferred from the
accesses of their containing page. Only when the image is hyper-
linked to a page and must be clicked on to be viewed can cookies
be justified. Intuitively, images are more often embedded than hy-
perlinked (although sites serving primarily image collections such
as adult sites are a notable exception to this rule).

Second, we consider responses that set cookies for all requests
to any URLs on the site as an indication of injudicious cookie use.
We conjecture that these non-specific Set-Cookie headers are
largely responsible for the prevalence of cookied image requests
mentioned earlier. In these sites, only the initial requests from a
given client do not carry cookies. It is hard to imagine that every
request to a site, including all applets, Javascript modules, images,
etc., requires a cookie.

5.1.2 Cookied Requests for Images
Figure 3 shows the prevalence of cookied requests for images.

The graph includes the approximately 1000 sites that use cookies.
The x-axis shows the Web sites ranked in the order of their per-
centage of cookied requests that are image requests out of the total
number of cookied requests, and the y-axis shows the percentage
of cookied requests to that site that access images. We see a wide
range of prevalence of cookied image requests. However, clearly a
large number of sites set cookies so that they apply to images. This
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Figure 3: Prevalence of cookied requests for images.
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Figure 4: Percentage of cookied image requests over all re-
quests to sites that use cookies.

indicates a high occurrence of unnecessary cookie use: 73% of all
cookied requests are for images and, overall, 34% of all requests are
for cookied images. In other words, more judicious use of cookies
would likely cut their concurrence by more than half, substantially
improving the effectiveness of CDN and client-side caching.

In fact, we found that cookied image requests constitute a large
portion of all requests received by those sites that use cookies. Fig-
ure 4 shows the percentage of all requests received by sites that
were requests to images with cookies. The x-axis plots site rank
in decreasing order of the above percentage for those sites that
use cookies, and the y-axis shows the percentage value. We see
that, for a large number of sites, cookied image requests represent
the majority of the overall requests these sites receive. Given that
images are responsible for a majority of requests on the Web in
general (see, e.g., [2, 15, 28]), we can explain this result if we as-
sume, again, that the main reason for the cookied images is that
sites simply set cookies indiscriminately for all their URLs. But it
also shows that, by doing so, these sites deny themselves much of
the benefits from CDNs and Web caching.

The left-most point of Figure 4 is particularly interesting as it
shows that practically all requests to this site were cookied images.
A closer look revealed that this is a credit services site and most of
the objects on the site are cookied images. Many of these images,
in fact, appear to be navigational objects (e.g., menu bars) or spacer
images in a menu or logo. Again, it seems unlikely that all of these
images require cookies.

We also consider how indiscriminate cookie use depends on site
popularity. While we showed that popular sites use cookies more
often, we do not find that they use cookies more appropriately. Fig-
ure 5 shows how cookied image requests correspond to object pop-
ularity. On the x-axis, we show the number of requests received by
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Figure 5: Prevalence of cookied requests for images.
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Figure 6: Percentage of If-Modified-Since cookied re-
quests for images over all requests to sites that use cookies.

each Web site and on the y-axis we show the percentage of cookied
requests that are requests to images. As the outlying points of the
graph show, even very popular sites (e.g., the sites with between
500K and 2.1M requests) return many cookied images.

As mentioned earlier, some clients mitigate the content delivery
limitations of using cookies by issuing If-Modified-Since
(IMS) requests for objects that they already have in their caches.
Figure 6 shows that there are a large number of these requests. The
y-axis shows the percentage of cookied image requests received
that are IMS requests. The x-axis shows the Web sites that receive
IMS requests for cookied images in decreasing order of percentage.
Over 85% (884) of sites that use cookies receive at least one If-
Modified-Since cookied image request. 14% of total requests
are cookied IMS image requests. Recall that 34% of all requests to
a site are cookied image requests. Then 20% of all requests were
cookied image requests resulting in a full download. In addition,
although the 14% requests with the IMS header do not consume
much bandwidth, they still impact performance because they in-
crease client latency and origin server load.

5.1.3 Path and Domain Attributes
The source of the injudicious cookie use can be traced to how

sites specify Set-Cookie headers. Almost all Set-Cookie
headers in the trace contain attributes that actually widen the ap-
plicability of a corresponding cookie from the path which set the
cookie to all objects on the site.

For example, nearly all Set-Cookie headers contain the path
attribute specifying the root path “/”. With this attribute, any re-
quest to the host that set this cookie must carry the cookie. Notice
that without a path attribute, the cookie would have only applied to
requests for URLs that share the path with the URL that had set the
cookie.
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Figure 7: Prevalence of Set-Cookie header with restrictive
path specifier.

Only 17 Web sites (out of around 750 Web sites we found us-
ing the Set-Cookie header) specify restrictive path attributes in
Set-Cookie headers. Even these sites often provide these re-
strictive paths only in some responses and use root paths in other
cases. Figure 7 shows, for each of these 17 sites, the percentage
of Set-Cookie headers with restrictive paths. We see that only
3 sites consistently specify restrictive paths for their cookies, in-
dicating that only they use cookies judiciously. A fourth site al-
most always specifies restrictive paths (99.8%), but even one non-
restrictive path means that there is one cookie that applies to the
whole site for at least one client.

Focusing on the domain attribute, only 16 sites specify the do-
main attribute in Set-Cookie headers. The vast majority rely
on the default instead, meaning that the cookie will apply only to
the host that set the cookie. For instance, if the cookie was set
by www.firm-x.com, it will not apply to URLs with host name
images.firm-x.com. One could in principle use this default
rule to restrict cookie use by grouping all resources requiring cook-
ies into distinct domain names from other resources. However,
most Web sites (2752 sites, or 92%) in this trace use only one host
name for the entire site, and providing or omitting the domain at-
tribute does not affect cookie applicability.

Of these 16 sites, only 4 sites specify a domain that is a specific,
3-level domain. In fact, 12 of the 16 sites that do provide a domain
attribute in their Set-Cookie headers appear to use it to widen
the applicability of the cookie. Similar to the path attribute, these
sites specify the most general domain they can (using only the two
top-level domain names, such as firm-x.com), thus requiring
requests to all subdomains to carry the cookie. Again, this is an
indication of indiscriminate cookie use.

5.1.4 Discussion of Cookie Usage
Our results show that cookies are used indiscriminately in the

sites that we studied, and that this usage significantly limits content
delivery performance. How can sites fix this problem?

A direct approach for restricting the use of cookies to the con-
tent that needs it is to use the site namespace to separate cook-
ied content. For example, since most images typically do not re-
quire cookies, placing them in a separate path (e.g., “/images”) or
on a different domain (e.g., “images.domain.com”) easily separates
them from content that may require cookies (e.g., HTML container
pages that require secure access or tracking). With this approach,
the site can easily specify the path and domain attributes in the
Set-Cookie header to only use cookies for such content.

However, separating content using the namespace may be incon-
venient to the developer of the content. In terms of organizing and
maintaining content, for example, it may be most convenient to or-
ganize embedded images with the HTML pages that contain them.
In this case, manually using Set-Cookie to pinpoint cookie use
would likely be burdensome. Since many commercial sites create
their content using Web site authoring tools, we see this as an op-
portunity for such tools to assist content developers in managing
cookie use for their content.

Of course, some sites do require cookies for much of their con-
tent, including image content. For example, one of the sites in our
trace is an adult content site whose requests were almost entirely
cookied images. For our purposes, the important characteristics of
such sites are that:

� They have a high occurrence of images that are hyperlinked
rather than embedded in HTML pages. In other words, the
browser does not download these images automatically – a
user must click on a link to download an image.

� The site needs to keep track of per-client usage of the hyper-
linked images to discern preferences of a given user.

Besides adult sites, museum sites and other sites with many hy-
perlinked images (e.g., NASA) may belong to this category. Still,
we argue that even for these sites setting indiscriminate cookies
for the entire site is not necessary. For example, in addition to the
hyperlinked images, the NASA site contains many embedded im-
ages that do not need to be tracked because their usage can always
be inferred from the usage of their containing HTML page. Again,
tracking only the hyperlinked images can be achieved organization-
ally by placing them in a separate directory path and setting cookies
for this path only.

5.2 Cacheability Properties
Cacheability of content plays a pivotal role in the effectiveness

of the various traditional content delivery techniques that focus on
storing static objects in the network for future use. These tech-
niques include both client-side proxy caching and server-side CDNs
and Web accelerators.

5.2.1 Caching Headers
HTTP/1.1 provides to the Web site developer expressive headers

that allow fine-grained control of caching behavior. These headers
are responsible to a large extent for the complexity of the protocol
and of the cache and CDN servers. However, we found that neither
client browsers nor Web sites make much use of these headers. Ta-
ble 4 shows the percentage of requests that use any of the various
cache-controlling headers available to them (note that the sum of all
header and header directives do not add up to the ‘Any’ header line
due to rounding errors). Table 5 shows the same for Web sites and
responses. We find that, among requests, the Cache-Control
values of max-age and max-stale are most prevalent, both ac-
counting for 2.5% of requests. Of response cache controlling head-
ers, we find that no-cache, specified either as a Pragma value
or as a Cache-Control value is the most widely used, account-
ing for 4.7% of responses. However, all of the cache-controlling
headers are used very little and only 6.8% of all requests and only
9.3% of all responses use any sort of cache control headers. In ad-
dition, the most prevalent response caching header is used to deny
cacheability.

Table 6 shows the use of additional response headers affecting
cacheability in the trace. The ETag header is used to validate
cached objects. We see widespead usage of the ETag header, with

527



Header or Prevalence
Header Directive (overall)

Max-Age 2.5%
Max-Stale 2.5%
No-Cache 2.2%

Other 0.1%
Any 6.8%

Table 4: Usage of cache-controlling headers in requests.

Header or Sites Using Prevalence Prevalence
Header Directive the Header (among using sites) (overall)

No-Cache 175 9.1% 4.7%
Private 726 6.2% 2.1%

No-Store 30 4.4% 2.0%
Expires 215 10% 3.3%

Revalidate 32 9.2% 3.9%
Age 2 33% 0.2%

Max-Age 18 17% 2.0%
No-Transform 92 9.2% 0.1%

Other 27 3.0% 1.7%
Any 838 7.7% 9.3%

Table 5: Usage of cache-controlling headers in responses.

Header or Sites Using Prevalence Prevalence
Header Directive the Header (among using sites) (overall)

ETag 2989 89% 82%
Chunked 1306 7.1% 4.1%

Range Response 1949 0.7% 0.3%

Table 6: Usage of cache-affecting headers in responses.

almost all sites using the header and 82% of responses overall. We
see little use of two other cacheability-affecting response headers:
Content-Encoding:Chunked and Content-Range. We
found that both response types were supplied by a large number of
Web sites (1306 and 1949, respectively), but were almost unused
overall, with chunked encoding accounting for 4.1% of responses
and range responses accounting for 0.3% of responses.

More extensive use of cache-controlling headers could improve
cacheability, decreasing load at the Web site. In the absence of
these headers, caches tend to be very conservative in what they
cache. Hence, these Web sites defeat to a large extent traditional
content delivery technologies from which they might otherwise have
benefited, including reduced bandwidth consumption and server
load.

Sites may not use these headers either because content develop-
ers are not aware of their existence, are not aware of the potential
benefits of using them, or find that the complexity of using them
is too burdensome. As with cookie usage, this situation presents
another opportunity for Web site authoring tools. Such tools al-
ready manage the complexity of the content itself, and could also
help manage the complexity of using the cache control directives to
maximize content cacheability and improve content delivery per-
formance.

5.2.2 Use of Last-Modified Header
A header that is not strictly for cache control but that has a pro-

found effect on caches is Last-Modified, which specifies the
time of the last update to the object. In the absence of an explicit
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Figure 8: Prevalence of responses without the Last-
Modified header.
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Figure 9: Prevalence of 304 responses.

expiry time, caches use the Last-Modified header to compute
heuristically how long they can cache the response before validat-
ing it with the origin site. When there is no Last-Modified
header, caches cannot use this heuristic. Generally, caches assume
responses without the Last-Modified header were dynamically
generated and conservatively do not cache them.

While almost all Web sites supply the Last-Modified header,
the frequency of its use varies widely. Figure 8 shows the percent-
age of a site’s responses without this header. Overall, a large frac-
tion of responses (44%) lack this header. And, on average, 34%
of responses from each site do not have the Last-Modified
header. We also examined Last-Modified usage according
to Web site popularity and found no correlation between Web site
popularity and use of the Last-Modified header.

The large number of requests without Last-Modifiedmay in
itself indicate low content cacheability. However, a more detailed
analysis shows that many responses with no Last-Modified
header are “Not Modified” control messages that validate cache ob-
jects and do not affect content cacheability (see Figure 9). On av-
erage, 67% of responses without a Last-Modified header were
“Not Modified” control messages (both on a per Web site basis and
across all sites).

Because Web servers supply the Last-Modified header for
static files automatically, we speculate that the lack of this header
in a response (that is not a control message like “Not Modified”)
indicates a dynamically generated response.

Using the definition of CGI objects as in Section 4, Figure 10
plots the percentage of responses classified as dynamically gener-
ated according to this heuristic. Overall, only about a third of all
sites (1195) return such responses, and, among these sites, these re-
sponses represent on average 4% of all responses from a given site
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Figure 11: Prevalence of “200” responses other than CGI that
have no Last-Modified header.

and 9% overall. Recall that 29% of responses were 304 responses
with no Last-Modified header, leaving 38% of total requests
without Last-Modified headers accounted for. However, this
implies that 6% of requests overall still have no Last-Modified
header. These requests are not 304 responses and are not classified
as requests to dynamic content by the CGI heuristic above.

Thus the above heuristic undercounts some dynamic responses.
To explore how this under counting affects individual sites, Fig-
ure 11 plots the distribution of 200 responses without the Last-
Modified header that would not be identified as dynamic by
the above heuristic (which we refer to as “non-cgi” responses for
short). Over 98% of Web sites receive less than 10% of non-cgi
200 responses with no Last-Modified header. While this re-
sult seems to indicate low under counting, it is in fact quite sig-
nificant compared to the number of requests identified as dynamic
by the CGI heuristic. Moreover, a handful of sites (10) received
more than 50% of non-cgi, 200 responses without the Last-
Modified header.

5.2.3 Cacheability
Finally, we consider the overall frequency of responses that are

not fully cacheable (i.e., responses that cannot be served from a
cache without contacting the origin server). Following previous
studies (e.g., [11]), we will call them “uncacheable” although, as
discussed earlier, they may be only cache validations. Figure 12
plots the CDF of overall percentage of uncacheable responses. Note
that a response can be uncacheable because of either the request or
the response in the request/response pair. We found that a large por-
tion of Web content from the sites in our trace is uncacheable: over-
all, 66% of responses across all the sites are uncacheable. Some-
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Figure 12: CDF of percentage of responses to a Web site that
are uncacheable.

what surprisingly, this degree of uncacheability is substantially higher
than that reported in previous client and proxy caching workload
studies: Feldmann et al. [11] report 38–43% uncacheable responses
from workloads of dialup modem clients at a large ISP and clients
on a fast LAN, and Wolman et al. [27] report 40% uncacheable re-
sponses from a large university client workload. Per site, 45% of
responses are uncacheable on average and 50% of Web sites have
36% or more responses uncacheable. We attribute this higher de-
gree of uncacheability to our focus on commercial Web sites and
substantial use of cookies.

Another conclusion is that CDNs have an opportunity to increase
their benefits by a closer cooperation with content providers. For
example, the content provider can explicitly invalidate cached ob-
jects in CDN caches, reducing the need for “Not Modified” re-
sponses without sacrificing data freshness. Also, by understanding
the nature of the content, CDNs can be more aggressive in deciding
what content can be cached. Finally, emerging technologies aimed
at accelerating dynamic content and Web applications should fur-
ther increase CDN benefits.

5.3 Cache Consistency-Related Properties
Figure 13 shows the cumulative distribution of the average TTL

for the top 3000 Web sites. For all cacheable objects, we compute
the TTL value for a response message based on the age and Last-
Modified Time of the object using the same heuristics as in the
Squid proxy [1], which enforces a maximum TTL of 4320 minutes
(three days). The average TTL value across all responses is around
3730 minutes. Judging from the large number of the 304 requests
shown in Figure 9, this limit might be excessive for many sites.
Since reducing the limit has a danger of increasing the hit rate at
web sites, it would be in content providers’ interests to provide
explicit expiration times for their responses since doing so would
reduce the load on their servers due to 304 requests.

5.4 Response size, Header size, Compression
About 62% of response messages specify the Content-Length

field. Overall, these response messages report an average content
length of 8968 bytes. Figure 14 shows the scatter plot of aver-
age response size for the top 3000 Web sites in descending order of
popularity (note that the y-axis is in log scale). We find little corre-
lation between the popularity of a Web site and its average message
sizes.

Figure 15 shows the header size distribution of request and re-
sponse messages for the top 3000 Web sites in descending order of
popularity. The majority (90%) of them have an average request
header size between 270 bytes and 400 bytes, and an average re-
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Figure 15: Average header size for the top 3000 Web sites in descending order of popularity.
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Figure 13: CDF of average TTL for the top 3000 Web sites.
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Figure 14: Average response size for the top 3000 Web sites.
The y-axis is in log scale.

sponse header size between 170 and 282 bytes. If every Web site is
weighted equally, the average header size is 325 bytes for request
messages and 230 bytes for response messages. On the other hand,
if we compute the average over the aggregate of all messages, the
average size of request headers jumps to 402 bytes, while the av-
erage size of response headers remains relatively unchanged at 216
bytes. The largest average request header size we observed in the
trace is 868 bytes, which is due to the use of cookies. Compar-

ing Web sites according to their popularity, we see little correlation
between the popularity of a Web site and the header sizes of its
request and response messages.

The average request cookie size per Web site is 63 bytes, while
across all requests the average Cookie size is 64 bytes. Most Web
sites (90%) have an average cookie size between 12–130 bytes.

Overall, about 84% of requests indicate the willingness to accept
a compressed response. This is consistent with the common im-
pression that compression is widely supported in modern browsers.
Those requests that do not support compression likely come from
scripts or some out-of-date browsers. Somewhat surprisingly, only
8 out of the total 3000 Web sites ever return an object with a
Content-Encoding header indicating some sort of compres-
sion. Even these sites returned on average only 5% of their objects
compressed.

6. SIMULATION OF CDN BENEFITS
In this section we use trace-driven simulation to study the ben-

efits of having the origin servers of the Web sites in our trace use
a CDN to reduce their request load and bandwidth. We simulate
the use of 20 CDN cache nodes based on a known CDN provider’s
configuration. Because of recent dramatic increases in disk sizes,
we assume that CDN caches have unlimited cache capacity. We
group clients into clusters based on network-aware clustering [17].
Since clusters group topologically close clients, we assume that
CDN caches are assigned to clients at the granularity of clusters:
all clients in the same cluster are assigned to the same cache. In
our simulations, each client cluster is randomly assigned to one of
the caches when it generates its first request, and uses that cache
afterwards. In this study, our focus is on cache misses that reach
the origin server, not latency effects as perceived by clients, and
hence a different cache assignment will not change our results in
any significant way.

In this paper, we study the upper bound of CDN benefits by as-
suming unlimited lifetimes for cached objects. This assumption
make our results optimistic in terms of the request rate at the origin
server because this request rate would only grow if objects were
allowed to expire in the cache. Indeed, with infinite cached object
lifetime and infinite capacity, each cache has a miss only once per
object for the entire run.

First, we examine the impact of using a CDN on the peak request
rate of the Web sites. One of the key benefits of using a CDN
service is to reduce peak request load on origin servers. Figure 16
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Figure 16: Comparison of peak request rate without a CDN
(total height of each bar) and the peak request rate with a CDN
(dark part of each bar).
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Figure 17: Comparison of peak to average ratio with and with-
out a CDN. The white part of each bar shows the peak to av-
erage ratio for a Web site without a CDN, and the dark part
shows the increase with a CDN.

shows the peak request rate of the 100 most popular Web sites with
and without using a CDN. We compute the peak request rate for
a Web site at the granularity of 10 seconds across the entire trace.
In these analyses we focus on the top 100 Web sites because these
sites are the ones most impacted by the use of a CDN. Each bar in
the graph corresponds to a Web site, and the Web sites are shown
in order of decreasing request popularity. The entire bar shows the
peak request rate for that Web site across the entire trace without
using a CDN. The dark part of each bar corresponds to the peak
request rate when using the CDN. The white part of each bar shows
the portion of the peak request rate that is handled by the CDN, and
directly measures the benefit of using the CDN for that Web site in
terms of the reduction in peak request rate.

From Figure 16 we see that a CDN can significantly reduce peak
request rate for the origin servers for these Web sites. For example,
the most popular Web site has its peak request rate reduced from
941 to 243 requests per 10 seconds, a reduction of a factor of 3.9.
We also find that, as a general trend, the impact of the CDN de-
creases as Web site popularity decreases. For example, the CDN
reduces peak request rate for the 10 most popular sites by a factor

of 3.0 on average, a factor of 2.7 for the 30 most popular sites,
and overall a factor of 2.4 for the 100 most popular sites.

Next, we study the benefit of using a CDN on the peak to aver-
age load on the origin servers for the Web sites in our trace. Peak
to average load measures the resource over-provisioning required
by an origin server to handle the burstiness of peak loads relative
to the long-term average load. The higher the peak to average load,
the more costly the over-provisioning required by an origin server.
By using a CDN, a Web site can potentially reduce its peak to av-
erage load by having the CDN absorb the peak load. As a result,
the origin server for the Web site requires fewer resources for pro-
visioning.

Figure 17 compares the peak to average load for the 100 most
popular Web sites with and without using a CDN. Again, each bar
corresponds to a Web site and the bars are shown in decreasing
order of popularity along the x-axis. In contrast to the previous
graphs, though, the height of the entire bar corresponds to the ratio
of peak request rate to average request rate with a CDN; the white
part of each bar corresponds to the peak to average request rate at
an origin server without a CDN, and the dark part corresponds to
the additional peak to average request rate at an origin server when
using a CDN. We compute the average request rate over the entire
trace, and, as in Figure 16, the peak request rate over 10-second
intervals.

We make two interesting observations from this graph. First,
somewhat counterintuitively, a CDN increases the ratio of peak re-
quest rate to average request rate — dramatically, in some cases, by
an order of magnitude. This, however, does not mean that a CDN
makes things worse, but simply that a CDN decreases the average
request rate even more than the peak request rate. One possible ex-
planation for this result is that there is less sharing at the peak [25].
Another is that there is low pre-peak to peak sharing. In this sce-
nario, a set of objects on the Web site that were previously unpopu-
lar suddenly become very popular. Thus, the observed peak is due
to requests that populate the caches with the previously unpopular
objects (as in [14]). Since many of these unpopular objects will be
unseen prior to the peak, the CDN provides less benefit during this
period. It is important to keep in mind that the absolute resource ca-
pacity required at the origin Web server is still smaller with a CDN.
But using a CDN increases the relative burstiness experienced by
the origin server, requiring higher relative over-provisioning.

Second, although there is variation, the general trend is a slight
increase in peak to average request rate with a CDN for less popular
Web sites (toward the right on the x-axis). For example, the peak
to average request rate increases by 39 for the 10 most popular
Web sites on average, by 54 for the 30 most popular Web sites, and
overall by 109 for the 100 most popular Web sites.

In addition to reducing server load by alleviating peak request
rates, CDNs also reduce the bandwidth requirements for Web sites.
Reducing bandwidth is important economically for both individual
Web sites and for the server farm itself. Typical pricing models
charge sites according to bandwidth usage, so reducing bandwidth
reduces cost for these sites. In turn, the server farm has to pay
its ISP for bandwidth. If it pays for bandwidth consumed, reducing
bandwidth directly reduces cost. If it pays for fixed bandwidth allo-
cations, then reducing bandwidth minimizes the allocation it needs.
Further, reducing bandwidth consumption reduces the computing
and network resources required by sites to serve content.

To evaluate the impact of CDNs on bandwidth requirements, we
study the extent to which our simulated CDN reduces the average
byte rate of the Web sites in our trace. (Ideally, we would like
to evaluate the effect of CDNs on peak byte rate also; however,
since our trace does not include transmission times for responses,
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Figure 18: Comparison of average byte rate without a CDN
(total height of each bar) and the average byte rate with a CDN
(the dark part of each bar).

we could not compute this metric for this experiment.) Figure 18
shows the average byte rate for the 100 most popular Web sites in
our trace with and without a CDN. We compute average byte rate
for a Web site by first totaling the header and content lengths of all
transactions to the site in the trace, and then dividing by the trace
duration. Each bar corresponds to a Web site, and the height shows
the average byte rate for the Web site without a CDN. The dark
part shows the average byte rate when using a CDN; the white part
shows the average byte rate handled by the CDN.

From Figure 18, we see that a CDN significantly improves aver-
age byte rate for these Web sites. Overall, using a CDN decreases
average byte rate by a factor of 3.3 for the top 100 Web sites on av-
erage. For this metric, however, we do not see a trend related to the
popularity of the Web site: the top 10 Web sites decrease average
byte rate by a factor of 3.5, yet the top 30 Web sites decrease by a
factor of 3.2.

7. CONCLUSION
Understanding the properties of Web sites is important for con-

tent delivery. This paper has investigated the characteristics of the
3000 busiest Web sites in a large server farm. We found that the
Web server farm workload contains a much higher degree (66%) of
uncacheable responses and responses that require mandatory cache
validations. We found that many of the sites use cookies indiscrimi-
nately and fail to utilize the full cache-controlling features provided
by the HTTP/1.1 standard. This results in suboptimal caching be-
havior for content delivery. We have also analyzed the benefit of
content delivery networks using trace driven simulation. We found
that CDNs can achieve significant reduction in bandwidth and re-
quest rate at the origin servers. Contrary to common belief, al-
though the absolute request rate decreases, the peak to average re-
quest ratio may be increased when using a CDN because the CDN
can decrease the average request rate more than peak request rate.

There are several directions for future work. We plan to extend
our study to a larger time scale and analyze the dynamics of Web
sites with respect to time. For example, it will be interesting to see
how the traffic changes during different times of the day, during dif-
ferent days of the week, and the correlation between past and future
traffic. We plan to add object cacheability information to our CDN
simulation to estimate the benefits of CDNs under more realistic
conditions. We also plan to enhance our simulation to estimate the

benefits of so called overflow CDNs (i.e., CDNs used by a Web site
only during periods of peak demand) and also model other content
delivery technologies such as prefetching.

Finally, although numerous techniques have been developed, im-
plemented, and standardized for improving the performance of Web
content delivery, we find that most sites either do not take advantage
of such techniques (e.g., cache control directives) or unknowingly
inhibit them (e.g., indiscriminate cookie use). This situation arises
because of the complexity of contemporary Web site content, the
complexity of the techniques for improving content delivery, and
the difficulty in measuring and evaluating the effectiveness of con-
tent delivery optimizations on Web sites. Without the ability to
quantify the effect of their content delivery decisions, it is difficult
for Web site maintainers to understand the implications of their de-
cisions. One approach for addressing this situation is to develop
a tool that gives Web site developers more insight into how their
site performs and interacts with advanced content delivery mecha-
nisms. We plan to investigate the design and use of such a tool as
another direction of future work.
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