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ABSTRACT

The multimedia streams transmissions, done over the existing "best-effort" networks, are continuously increasing in
number, making network congestion more likely to appear. The paper presents a traffic-based adaptive technique for
transmitting pre-recorded multimedia streams, regardless the network condition. The adaptive mechanism is implemented by
a feedback-controlled multimedia system which ensures continuous transmissions and play-out of streams even in congested
network conditions. The measures taken into account vary the quantity of streamed data with the expense of modifying the
streams' quality. Experimental results show improved behavior of the system in highly changing network conditions.
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1. INTRODUCTION
The majority of multimedia transmissions are still done through IP networks, which are unsuitable for the delivery

of continuous data with timing constraints. Therefore extensive research (e.g. [1]-[4]), has been done in order to propose
mechanisms which ensure good quality for the provided services.

Since a higher percentage of the viewers prefer a continuous play-out of the remotely-transmitted multimedia
streams to repeated interrupts for buffering, we decided to trade-off the quality of the stream, which may vary in time, against
its continuity.

Our research is focused on adjusting the traffic our streaming application is responsible for to the overall traffic.
Therefore we propose an adaptive technique for streaming of pre-recorded multimedia, while maintaining its continuity. The
adaptiveness of the streaming process is based on varying the quantity of the transmitted data and, as a result, of the quality
of the streamed clip. The adjustments are done according to the feedback information that describe traffic conditions.

Some experimental results concerning the adaptive multimedia streaming are presented and they show that the
proposed traffic-based adaptive technique is feasible and works well in variable traffic network conditions.



2. SYSTEM'S OVERVIEW
In order to deploy the adaptive technique we propose, a feedback-controlled client-server system was implemented.

The system, whose block-structure is presented in fig. 1, consists of communicating server and client applications.

The capture, encoding, decoding and playing units acquire and compress the multimedia information at the server
and respectively decompress and play it at the destination using a Canopus Amber MPEG encoder/decoder card. The
Feedback blocks (part of the reliable feedback scheme) in conjunction with the Transmission Shaper and the Database unit, is
used to deploy the proposed adaptive mechanism.

Double-Channel Double-Protocol Communication
The client-server communication is based on a novel principle: the double-channel double-protocol link. First a bi-

directional, reliable, TCP connection is created and is used for the transmission of control messages, including the feedback.
Then an unidirectional UDP link is established, allowing multimedia data to be transferred from the server to the client faster,
although in a non-reliable manner. Both Communication Managers are in charge with establishing, controlling and

disconnecting of the double-channel double-protocol link.

Client Initiated Protocol (CIP)
CIP [3] is an application level protocol with two components that work in conjunction: Client Initiated Streaming

Protocol (CISP), focused on providing the mechanisms for exchanging control information and Client Initiated Transport
Protocol (CITP), designed to allow for unidirectional data transport.

A CISP session consists of a SETUP procedure, one or more calls to PLAY, PAUSE and STOP methods, and a
SHUTDOWN procedure. Also, FEEDBACK methods are repeatedly sent to the server. A brief graphical description of some
of them is done in figs. 3-5.
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Fig. 2 Double-Channel Double-Protocol Communication Principle
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Fig. 1 The Block Structure Of The Adaptive Multimedia Client-Server System



CITP carries multimedia data over the UDP channel. Because neither the arrival of packets is insured nor for those
that arrive their arrival in-order and un-duplicated, the CITP header was provided with sequence numbers and time stamps
(fig. 6).

Transmission Shaper
The Transmission Shaper controls, in conjunction with the Feedback and Connection Managers, the multimedia data

transmission (fig. 7). A modified token bucket mechanism [4] with a variable token generation procedure allows for an
adjustable transmission process. The adjustment of streamed data is feedback-controlled.

Reliable Feedback Scheme
The Feedback Indication Unit and the Feedback Manager implement the reliable feedback scheme, whose goal is to

inform the server about the network traffic conditions, as reported by the clients.
The clients continuously monitor some transmission-related parameters such as delay, jitter, percentage of packets

lost or arrived late or out-of-order, receiver buffer occupancy and grade the transmission accordingly. The feedback messages
carry the computed Quality of Transmission grades to the server that analyses them and takes the necessary adaptive
measures. The feedback messages are sent using the TCP channel, so the server can rely on receiving them.

Fig. 7 Transmission Shaper Works In Conjunction With Feedback and Connection Managers
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3. TRAFFIC BASED ADAPTIVE TECHNIQUE
The adaptive technique for pre-recorded multimedia streaming adjusts the transmission to the existing network

conditions, while maintaining the streams’ continuity. The adjustments refer to the quantity of the transmitted data, with the
expense of modifying the quality of the stream and of increasing the necessary storage at the server.

The same multimedia stream is MPEG encoded in multiple, different quality streams (e.g. by varying the
quantization factor) and therefore with different sizes. For each encoded stream a server state is defined and associated with
it. The possible server states for five different quality encoded streams are showed in fig. 8.

During the transmissions, the server has a current state. According to the feedback-received QoT grades, the server
takes decisions about the opportunity to switch its state to a higher or a lower quality one. In consequence both the
transmitted quantity of data and the quality of the remotely played-out stream vary.

The adaptive scheme has to maintain the continuity of the played-out stream and therefore both starvations of the
remote player and jumps from a scene to another have to be avoided. Thus adjustments to the transmission frequency and
switches of the source of transmission from a stream to a different quality one are done in conjunction. The switches have to
be done at well-determined checkpoints (fig. 9) not to affect the quality of the overall stream. Therefore we choose the
checkpoints at the beginning of each MPEG group of picture. The checkpoints’ positions are found and saved in a database
during a pre-processing phase when also the different quality streams are registered. The database is used during the
transmission for a faster retrieval of the checkpoints’ positions.

The actual switch between the server states and thus between the streams at the pre-defined checkpoints is done after
the analysis of the feedback information.

4. EXPERIMENTAL RESULTS
To show the feasibility of the proposed traffic-based adaptive technique the system was tested both over LAN and

WAN.
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Fig. 8 Five Possible Server States Associated With Five Different Quality Encoded Streams
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A 10 minutes-long sequence was repeatedly MPEG-encoded with different qualities. The constant bit-rate for the
highest quality stream video-component was 6000000 bps and was reduced by 1000000 bps, for each of the lower quality
streams, decreasing their sizes. The bit-rate of the audio component was not changed.

In the first graphs of the figs. 10-13, the variations of the server states during the adaptive transmissions are shown.
In better network conditions and during LAN transmissions, the server was in higher quality states than the ones experienced
during the increased traffic conditions or during streaming over WAN.

In the second set of graphs, we show a comparison between the quantity of data actually transmitted (indicated by
the light colour lines) and the quantity of data to be transferred if only the highest quality stream was to be sent (drawn with
dark colour).

The deployment of the adaptive mechanism maintained the continuity of the transmission and of the play-out, but
affected the quality of transmission that varies in time.
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Fig. 10 Tests Performed Over LAN With Normal Traffic Conditions
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Fig. 12 Tests Performed Over WAN During Normal Traffic Conditions
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Fig. 11 Tests Performed Over LAN Experiencing Increased Traffic Conditions



A comparison between the quantity of data transmitted in the above-presented cases is done in fig. 14. Through
normal trafficked LAN, 84.02% of the maximum quality data was transmitted, through loaded LAN the percentage was
76,37, while for the transmissions over WAN the percentages were 62.87 and 45.32 respectively.

The loss of quality was measured in terms of how much of the "maximum-quality" data is actually sent.
Nevertheless, currently there is no quantified information about the viewers perceived quality. Perceptual tests involving
actual users are required in order to relate the statistical performance data to perceived quality.

5. CONCLUSION
This paper presents a mechanism for adjusting pre-recorded multimedia stream transmissions according to the traffic

conditions while maintaining their continuity. By switching the source of transmission between different quality pre-recorded
versions of the same stream at certain checkpoints, the quantity of data to transmit is varied, affecting therefore the quality of
the remotely played-out stream. A reliable feedback scheme allows the server to take the adjustment decisions.

The presented experimental results show the feasibility of the proposed traffic-based adjustment mechanism and its
potential for further development. Of importance may be a detailed study of the effect of the quality variation on the user
reception of the played-back streams in order to determine a quantification factor of the effect of quality drop on the viewers.
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Fig. 14 Transmitted Data As Percentages Of The Highest Quality Stream Data In Different Cases
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Fig. 13 Tests Performed Over WAN Experiencing Heavy Traffic Conditions
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